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N of the ACM (JACM) provides covera®of the most significant work on principles of computer science, broadly construed. The scope of research covered encompasses

fns of lasting value to any area of computer science. To be accepted, a paper must be judged to be truly outstanding in its field. JACM is interested in work in core computer
science and in work at the boundaries, both the boundaries of subdisciplines of computer science and the boundaries between computer science and other fields.
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nACMjoumalg Il /DIQ Journal of Data and Information Quality (JDIQ)

JDIQ's mission is to publish high quality articles that make a significant and novel contribution to the field of data and information quality. JDIQ welcomes research contributions on the
following areas, but not limited to: Information Quality in the Enterprise Context; Database related technical solutions for Information Quality; Information Quality in the context of

o Computer Science and Information Technology; Information Curation.
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Available in p[in[ B JDIQ accepts research conducted using a wide variety of methods ranging from positivists to interpretive methods, systems building descriptions, and database theory, as well as

n - statistical analysis, mathematical modeling, quasi experimental methods, hermeneutics, action research, and case study. |DIQ accepts diverse research methods that are customary in
computlng innovat different research backgrounds and traditions, both quantitative and qualitative. Research papers need to demonstrate the use of a rigorous method or methods. Research papers also
ACM journa] ed]tor need to provide valuable and relevant implications for applying their findings and solutions in practice.
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Dec 2018 Steve Bishop, Matthew Fairbairn, Hannes Mehnert, Michael Norrish, Tom Ridge, Peter Sewell, +2

e Pradioussie December 2018, pp 1=77 « https://dol.org/10.1145/3243650
Conventional computer engineering relies on test-and-debug development processes, with the behavior of
common interfaces described (at best) with prose specification documents. But prose specifications cannot be
used in test-and-debug development in any ...
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We establish a theorem called the PCL theorem, which states that it is impossible to design a transactional
EISSN: 1557-735X memary algorithm that ensures (1) parallelism, i.e., transactions do not need to synchronize unless they
access the same application objects, (2) ...
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SIGAI Special Interest Group on Artificial Intelligence

The scope of SIGAI, ACM's Special Interest Group on Artificial Intelligence, consists of the study of intelligence and its realization in
computer systems. SIGAI's mission is to promote and support Al-related conferences. Members receive reduced registration rates to
all affiliated conferences. Members also receive proceadings from the major SIGAI-sponsored conferences. SIGAI publishes a
quarterly newsletter, AL Matters, with ideas and announcements of interest to the AI community.
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Deep Neural Networks for YouTube Recommendations - 2016

Downloaded 802 times




A DIGITAL
ACMQLIBRARY

dl.acm.org

Search within SIGAL | ﬁii'l;iﬂ'

About SIGAI. Award Winners Authors . ;M'ﬁli-a!:inns. . Upcoming Co-nfere.i Publication Archive

Magazine
intelligence
Newsletter

ACM SIGART Bulletin
Al Matters

Advances in Mobile App Analysis
A-Mobile 2018:Proceedings of the 1st International Workshop on Advances inm Mobile App Analysis 9
Autonomous Agents and Multiagent Systems

AAMAS "18:Proceedings of the 17th Intermational Conference on Autonomous Agents and MultiAgent Systems

AAMAS "17:Proceedings of the 16th Conference on Autonomous Agents and MultiAgent Systems®
AAMAS "16:Proceedings of the 2016 International Conference on Autonomous Agents 8 Multiagent Systems

AAMAS "15:Proceedings of the 2015 International Conference on Autonomous Agents and Multiagent Systems

AAMAS "14:Proceedings of the 2014 international conference on Autonomous agents and multi-agent systems

AAMAS "13:Proceedings of the 2013 international conference on Autonomous agents and multi-agent systems

AAMAS "12:Proceedings of the 11th International Conference on Autonomous Agents and Multiagent Systems - Volume 1
AAMAS "12:Proceedings of the 11th Intermational Conference on Autonomous Agents and Multiagent Systems - \Volume 2
AAMAS '12:Proceedings of the 11th Internmational Conference on Autonomous Agents and Multisgent Systems - Volume 3
AAMAS'11:Proceedings of the 10th international conference on Advanced Agent Technology

AAMAS "11:The 10th International Conference on Autonomous Agents and Multiagent Systems - Volume 1

AAMAS "11:The 10th International Conference on Autonomous Agents and Multiagent Systems - Volume 2
AAMAS "11:The 10th International Conference on Autonocmous Agents and Multiagent Systems - Volume 2
AAMAS "10:Proceedings of the 2th International Conference on Autonomous Agents and Multiagent Systems: Industry track

AAMAS "10:Proceedings of the 2th International Conference on Autonomous Agents and Multiagent Systems: volume 1 -
Volume 1

AAMAS "10:Proceedings of the 2th International Conference on Autonomous Agents and Multiagent Systems: volume 2 -

Volume 2




A DIGITAL
ACM@LIBRAR\'

dl.acm.org

Jounals  Magazines Proceedings Books  SiGs | Conferences

\

ACM Conferences

Home > ACM Conferences

I ACM Conferences

ACM's Special Interest Groups (SIGs) are a primary souf
thinkers across a broad spectrum of computing discipl
to advance the skills of their members, keeping them

colleagues. SIGs publish newsletters and magazine

Search ACM Digital Library Q

[ View: 2 Grid View @

| Acm SE ACM Southeast Regional Conference

ACM Southeast Regional Lonference the oldest, continuously running, annual conference of the ACM. ACMSE provides an excellent forum for both faculty and students to present their

research in a friendly and dynamic atmosphere in all areas of computer science,

I ANCS Architecture for Networking and Communications Systems

ANCS is a systems-oriented research conference, presenting original work that explores the relationship between the architecture of modern computer networks and the architecture of
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Proceedings of the 18th ACM SIGPLAN/SIGBED Conference on Languages, Compilers, and Tools for
Embedded Systems « June 2017, pp 21—30 » https://doi.org/10.1145/3078633.3081039

The parallelization of programs and distributing their workloads to multiple threads can be a challenging
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ACM Transactions on B Abstract
Graphics (TOG)
Volume 35, Issue & The Halide image processing language has proven to be an effective system for authoring

July 2016

high-performance image processing code. Halide programmers need only provide a high—

—Brevious e level strategy for mapping an image processing pipeline to a parallel machine (a schedule), and
F— the Halide compiler carries out the mechanical task of generating platform-specific code that
T implements the schedule. Unfortunately, designing high-—performance schedules for complex
b e image processing pipelines requires substantial knowledge of modern hardware architecture

and code—optimization techniques. In this paper we provide an algorithm for automatically
generating high-performance schedules for Halide programs. Our solution extends the
function bounds analysis already present in the Halide compiler to automatically perforim
locality and parallelism-enhancing global program transformations typical of those employed
by expert Halide developers. The algorithm does not require costly (and often impractical)

auto-tuning, and, in seconds, generates schedules for a broad set of image processing

benchmarks that are performance—competitive with, and often better than, schedules

manually authored by expert Halide developers on server and mobile CPUs, as well as GPUs.
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Automatically Scheduling Halide Image Processing Pipelines

Ravi Teja Mullapudi® Andrew Adams?®

*Carnegie Mellon University

Abstract

The Halide image processing language has proven to be an effec-
tive system for authoring high-performance image processing code.
Halide programmers need only provide a high-level strategy for map-
ping an image processing pipeline to a parallel machine (a schedule).
and the Halide compiler carries out the mechanical task of generating
platform-specific code that implements the schedule. Unfortunately.
designing high-performance schedules for complex image process-
ing pipelines requires substantial knowledge of modern hardware
architecture and code-optimization techniques. In this paper we
provide an algorithm for automatically generating high-performance
schedules for Halide programs. Qur solution extends the function
bounds analysis already present in the Halide compiler to automat-
ically perform locality and parallelism-enhancing global program
transformations typical of those employed by expert Halide develop-
ers. The algorithm does not require costly {and often impractical)
auto-tuning, and, in seconds, generates schedules for a broad set
of image processing benchmarks that are performance-competitive
with, and often better than, schedules manually authored by expert
Halide developers on server and mobile CPUs, as well as GPUs.

Keywords: image processing. optimizing compilers, Halide

Concepts: *Computing methodologies — Graphics systems and
interfaces;

Dillon Sharlet?
tGoogle

Jonathan Ragan-Kelley! Kayvon Fatahalian”

tStanford University

algorithm’s execution on a machine (called a schedule). The Halide
compiler then handles the tedious, mechanical task of generating
platform-specific code that implements the schedule (e.g., spawning
threads, managing buffers, generating SIMD instructions).

Although Halide provides high-level abstractions for expressing
schedules, designing schedules that perform well on modern hard-
ware is hard; it requires expertise in modern optimization techniques
and hardware architectures. For example. around 70 software en-
gineers at Google currently write image processing algorithms in
Halide, but they rely on a much smaller cadre of Halide scheduling
experts to produce the most efficient implementations. Further, pro-
duction image processing pipelines are long and complex, and are
difficult to schedule even for the best Halide programmers. Arriving
at a good schedule remains a laborious, iterative process of schedule
tweaking and performance measurement. Also, in large produc-
tion pipelines, software engineering considerations (e.g., modularity,
code reuse) may preclude experts from having the global program
knowledge needed to create optimal schedules.

In this paper we address this problem by providing an algorithm
for automatically generating high-performance schedules for Halide
programs. Our approach is to leverage the function bounds analysis
already present in the Halide compiler to automatically perform
locality enhancing global program transformations similar to those

employed by expert Halide developers. The algorithm does not
reanire conetlv fand nften imnracticall anto-tomine and  in ssconde
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